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Abstract Clock-based Design of a JPEG Encoder
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Abstract—This paper presents the design and analysis of multi- r e representing respectively color transformation, digcret
media applications such as the JPEG encoder on multiprocessor cosine transformation, quantization, huffman coding and i
architectures. Abstract clocks_ are conS|de_red to deal W|th_ the age reconstruction. Activation rate relations betweersehe
correctness of system behaviors and to find the most suitable t defined b . bstract clock noti
execution platform configurations regarding performance and components are .e ine . y usmg_qn abstract clock notion.
energy consumption. We claim that our approach offers a Each component is associated witfirte abstract clockelk,
rapid and reliable design space analysis, which is crucial when defined as a sequence of logical instant values: an occaerrenc
implementing complex systems. of 1 means the component is active andsiEnuItaneousE/

Index Terms—JPEG, abstract clock, SoC, design, analysis. ~ consuming, executing and producing dafee. synchrony

hypothesis[[4]), while 0 means no activation.

I. INTRODUCTION ckrgp: 1 1 1 1 1 0 0 0 O

Multimedia embedded systems implemented on system-on- ket 0 1 1 1 1 10 00
chip (SoCs), e.g., found in digital cameras and cellulamgiso illzh“f 8 8 (1) i 1 i i (1) 8
are omnipresent in our daily life. They become increasingly clk(,]:,; 0 0 0 0 1 1 1 1 1

SOphISt.Icated "’T”d resource demandlng to me?t the q“aEFJ 1. Trace of functional clocks associated with JPEGgask
of service. Their developers must guarantee their coresstn

and satisfactory execution performances. In additionf®ne Fig.[] describes a pipelined execution of the JPEG encoder
consumption is another major issue when such systems 8f§orithm, where thdunctional clocks clkrgy, clkaet, clkpu,
embedded in portable devices depending strongly on b@stericlk,qu and clk,. are associated respectivély witlgb, dct ,
All these aspects make the efficient design of multimediasSofy,  qu andre. The trace reflects the precedence relations
very challenging. Existing commercial tools provide RTlgphout components activations. Note that more complex execu
(register transfer level) simulation and emulation enwn@nts tion models can be easily captured by such traces[[6], [7]. In
for low-level system prototyping [1]. Unfortunately, RTevel the rest of the paper, we refer to such relationguastional
tools cannot adequately support the complexity of multkiock propertiesof the encoder. The trace shown in Fig. 1
processor SoCs required for multimedia applications BEaaptures a multi-clock behavior that is typically specifigith
they are very slow for a meaningful execution of app'icaﬁOBolychronous‘ormalisms like Signall[[8] or CCSLL]9].
software. In order to reduce simulation time, many researchye consider goarallel random access machif&0] with
efforts have been conducted towards the use of Cycle-AtEurghared memory to execute the JPEG encoder. Processor fre-
(CA) simulators. At a higher abstraction level, an Instiutt qyencies are assumed to be modifiable, at least within a range
Set Simulator (ISS) sequentially executes instructiortSaut  of values as in PowerPC or ARM Cortex-A8 processors.
any notion of concurrency of a micro-architecture. Let us consider five processofd, P, Ps, P, and Ps with

In this paper, we propose an approach [2] for correct amfe initial frequenciesf; = 25M Hz, fo = 200M Hz, f3 =
efficient design of a JPEG encoder at a high abstraction |e\1%bMHz, f4s=50MHz and f5 = 40M H = respectively. We
so as to reduce the design space exploration efforts inyge their period values/f; to define their activation instants.
codesign framework [3]. We consider abstract clocks i®spir For synchronization purpose, we consider a reference éai)id
by the synchronous approadhl [4] to assist a designer in iigck  providing a common time base. We define the period
choice of system configurations offering a good compromisg ; as1/LCM(fy, ..., fs) = 0.005us, where LCM is the
about correctness, performance and energy consumptian. @eiast Common Multiple. Figil2 depicts the periodic activas
approach is typically very useful for platform-based desigof all processors according to their periods andie refer to
[5]. Contrarily to RTL and CA based techniques, our approaghese activations gshysicalclocks ; of processors.
does not require any coding to run and analyze a system. Thusfo capture mapping and scheduling choices with abstract

it eliminates the related tedious debugging efforts. clocks, we define a projection of functional clocks on phghic
clocks. The numberc of processor cycles corresponding
1. CLOCK-BASED SYSTEM MODELING to each task activation is pre-profiled and known statically

In this study, we consider a JPEG encoding of a fini¢ccording to a target processor. _
sequence of images. Such an encoding algorithm consists @ Clock projection oflk; onr;: Assuming the number

of five tasks (or components)I[2}:gb, dct, qu, hu and O©f instants in a functional clocklk;, i.e. its length, is smaller
than that of a physical clock;, their projection is as follows:
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H’ff L e e we apply a periodic time slicing to the functional clocks

I

iy I R clk; of all tasks to be executed on a processor with a
[ | | | | | | | .. physical clocks; [2]. Such a scheduling is also used in
[ I I I time-triggered protocols [11] for automotive systems.
I

| | Beyond the above two schedulings, one may also need to
schedule either multiple tasks on multiple processors, e o
task on several processorhese last cases are solved in
a similar way as above. The overall scheduled behavior is

1) for eachk € [1,length(clk;)], the status (i.e., 0 or 1) of Periodic as for regular stat!c scheduling tech_niqge_s adgh
the k*" instant ofclk; is mapped onto thg'" instant of SDFs [12] or loop scheduling for software pipelining [13].
kj, Wherej = (nb_occ(clk;, k,0)+(nb_occ(clk;, k, 1) x
¢) + 1). The expressiomb_occ(clk;, k,0) returns the [1l. CLOCK-BASED SYSTEM ANALYSIS
number of instants with the status Odtk; that have oc-
curred before thé!" instant whereasb_occ(clk;, k, 1)
concerns instants with the status 1. The constasithe
number of processor cycles performed by an activatio
Let L = length(clk;), every k' instant of x; s.t.
(k > nb_occ(clk;, L,0) + nb_occ(clk;, L,0) x ¢) is

K3
K4.
K5

Fig. 2. Trace of physical clocks associated with processors

We assess the design choices resulting from the previous
section, w.r.t. the correctness of functional clock prtipsr
Plerformance and energy consumption.

" ¢) Analysis of functional clock propertiedt is important
to preserve the functional clock relations when synthagizi
associated with the status value 0. Let us e&tf the a sched_uling of a sys:[[em atfter tabmappingt. gypi_(t:ﬁ ”y,t ?1 d"?‘ta
clock resulting from this step: consuming component must not be executed without having

received its required data. In F[d. 3 (a), the constrainivben

. , e o
2) in clk;, the value -1 is inserted at all empty posﬂmnsclk:'gb andclk/,, is violated since the second (resp. the third)

where the reference clock has an instant OCCUITENCE, ivation instant inclk’., is preceded by the second (res
while clk] has not any instant occurrence. Also;- 1 rgv 1S P y -

values of -1 are inserted after each occurrence of a 1t ¢ third) activation instant 'mk;gbf o .
delimit a whole activation. After this steplk! and « OTo s_olve this issue, a first solution consists in delaying the
have the same length v ac’qvatmn o_f the fastest clock so as to postp_one t_he ex@tuti

' of its associated processor. In Hig. 3 (b), by inserting &clalg

From the above clock projection, the occurrence of 1 at &fstants of the reference clock i#¥/,,, and 6 instants ik,

instant in a clockelk] indicates the processor is executingghe activation precedences become correct. The black ayd gr
The value 0 indicates that the processor is in Mup state. riangles respectively indicate deadline and specific arsp
The meaning of -1 is rather contextual: when a sequencepfies. Another solution consists in modifying the frequeirc
such a value is immediately preceded by 1, then it denotggjer to satisfy the functional clock properties. Let usues
potentially active at those instantstherwise, it denoteglle. he frequency ofP, from 200M Hz to 100M H z. We obtain

In this projection, the delay for inter-task communicafionhe trace in Fig[13 (c) where the functional clock properties

or context switches is neglected for simplicity reasonsnevee satisfied between clocks:’ , andclk/,,
rg ct*

though in modern architectures, it can be higher than com- 4y Eyaluation of execution timeTo compute the total
putation time. A way to take it into account is to consider gyecytion time of the system for performance evaluation, we
uniform distribution of an overhead over all task activa®y paye to determine the amount of computational workload for
incrementing all’s by some given number of cycles. Anothegach processor by using the execution clock traces regultin
way that is better consists in introducing communicaticio’EC fom task scheduling. The numbe? of activation cycles
in our specifications, which would consume some delay. oyecyted by a processor during a complete execution of an
b) Scheduling of tasks on processorgfe distinguish application is determined by the length of its associatedicl
several task mapping scenarios on an execution platform: trace until the last active instant. If this execution isfpemed
« Mono-task scheduling on each proces&ach processor at a frequencyf, the corresponding execution time is given
executes one task (itself executed only on this processdy: % In Fig.[3 (c), it takes 9 cycles inlk/,, to execute the
For each task associated with a functional cla¢k;, first two activations. Hence, the corresponding executiio t
its scheduling on a processor associated with a physit®l processor?, at 100M Hz is % = 0.09us.
clock x; is captured by a clock projection according to a  e) Minimizing energy consumptiouring an execution,
number of cycles corresponding to each task activationwe define theslack timeof a task as the difference between
An illustration is given in Fig[13(a) where we magb, its completion time and its associated deadline. In Eig),3(b
dct, qu, hu andr e onto processor®;, P», P, P, and the deadline value is pointed out by the black triangle on the
P; respectively. For the sake of simplicity, the very simplé6!” instant of the reference clock. The response timegif
valuesc,g, = 1, caet = 4, cqu = 2, chy = 3 and task is pointed out by the gray triangle on the” instant.
¢, = 3 are associated withgb, dct, qu, hu andre In Fig. [3(c), this response time occurs at t&”" instant
respectively. The arrows represent activation precedenedter a reduction of the associated processor frequencya As
specified in the functional part after scheduling. result, the slack time is shorter, which also reduces theggne
« Multi-task scheduling on processorslere, a processor consumption, while the functional properties are stillified.
can execute several tasks. To define such a schedulime consumed energ§ can be estimated quantitatively by
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Fig. 3. Trace sketch of clockslk’mb, clkly,, clky,,, clkj,, andclk;.. resulting from a mono-task scheduling on each processoteyer task activation:
Crgb = 1, Cger = 4, Cqu = 2, Chy = 3 andcre = 3), with: (@) f1 = 26MHz, fo = 200M Hz, f3 = 100MHz, f4 = 50MHz and f5 = 40M Hz
(precedence constraints violated); (b) = 25M Hz, fo = 200M Hz, f3 = 100M Hz, f4 = 50M Hz and fs = 40M Hz with a delay of eight logical
instants of the ideal clock foelk, ., and six logical instants foclk{w (precedence constraints satisfied) and fc)= 25M Hz, fo = 100M Hz, f3 =
50MHz, f4+ = 50M Hz and f5 = 40M Hz (precedence constraints satisfied).

computing the product of the execution tine calculated Trzst')k #7C5y3°"1es Powse; 4(TW)
previously with power consumptiol/ information, obtained dct 7214 3776
from a profiling on experimental platformé& =T x W. qu 6920 3858

Another way to minimize energy consumption is to switch il o ol
off processors temporarily when their assigned tasks are fin ABLE N

?Shed' In particular, it is Ver_y interesting when the slaicket CYCLES AND POWER CONSUMPTION PER TASK ACTIVATION INJPEG.

is very long. However, switching on a processor has some

cost in terms of delay and energy, which is necessary to bring

the processor in a stable state for a new execution. This can

increase the overall cost if it happens very frequentlyc&in  Table[d] gives input pre-profiling data for the JPEG, used

our clock analysis is applied on macro-periods (per image) fin our clock-based approach. It shows measures of processor

repetitive algorithms, we choose the slack time reduction. cycles and power consumption per task activation for an

image, on a RISC processor of type PowerPC 405 CPU
V. VALIDATION ON JPEGENCODER Core, at 300MHz (using the Power Analyzer N6705A of

To validate our clock-based design and analysis, we cofdilent). The measured execution time and power are average

pare our results with those obtained with the cycle-aceuratalues obtained from several real-board experiments u<iog

(CA) simulation in SystemC. CA simulation is largely used ifmages of bmp type and of different sizes.

industry and is provides good performance accuracy. Horweve

it is time consuming. We use the SoCLib librafy [14], which 10
provides an MPSoC simulation environment at CA level. 120
G100
E
Configurations ID | Number of Proc. Allocation type i
1 1 task/processor g
2 2 task/processor g e
3 3 task/processor 4z
4 4 task/processor o - - - " .
5 5 task/processor Configurations
6 2 sub-image/processor
7 3 sub-image/processor 120
8 4 sub-image/processor 120
9 5 sub-image/processor 100
TABLE | ”
60

MAPPING CONFIGURATIONS FOR THEJPEGENCODER

[N
]

s

Execution time (ms)

o

We consider nine mapping configurations of the JPEG : ‘ ! ’ ’
encoder, summarized in Table I. In configurations 1, 2, 3, contiaons
4 and 5, the JPEG tasks are distributed according to the et ook s
number of processors corresponding to a pipelined exatutio
For configurations 6, 7, 8, and 9, processors carry out the safy. 4. Comparison of execution time according to the two apghes.
algorithm on different image blocs corresponding to single

program multiple data (SPMD) execution model.

Fig.[4 shows the experimental results of an evaluation of
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execution time throughout the clock based analysis and G#e given in[[7]. Timesquare is considered for its usemfilg
simulations in SystemC. The results obtained from the elockisual interface to simulate and display the periodic clock
based analysis keep the same tendency as those observedages analyzed with Ocaml functions.
SystemC. This provides a designer with a consistent basis to
assess the different configurations. V. CONCLUDING REMARKS

We consider a rate of 15 frames per second for the encodingThis paper illustrated the design and analysis of a JPEG
Then, a duration ofl /15 ~ 66ms is obtained for encoding encoder on a multiprocessor hardware architecture. Sgarti
each image. Let us consider this duration as an image procegsm a high-level modeling, we proposed an analysis apjroac
ing deadline. We can determine the minimal frequenCieS(baqﬁ/ Considering abstract clocks inspired by the Synchronous
on the clock-based analysis so as to reduce the slack timeaﬁﬁroach[ﬂﬁl], for a fast reasoning about functional coness
much as possible (se€ [2]). We can also estimate quantiativand best design choices regarding temporal performance and
the energy consumption. For that purpose, given the exetutenergy consumption. We addressed the energy consumption
time evaluated for each task with the clock-based approagly, reasoning on clock traces expressing correct execufion o
we compute the energy dissipation in configurations 1, 6, dystem functionality on given architecture configurationg
8 and 9 as shown in Figl 5. This is achieved by accumulatig@timated the energy consumption for some software/haedwa
the energy consumption of all tasks via the product of theiapping configurations. While the clock-based reasoning is
corresponding pre-determined power consumption (seeeTafddss accurate than a cycle accurate simulation in SystemC, i
M and execution times. We observe again that our approagfbvides very similar observations in a faster way.
leads to the same tendency as the considered CA simulationwe have started an improvement of the clock-based ap-
proach by taking into account synchronization and communi-
cation overheads. The aim is to make the analysis more accu-
rate and reduce the precision gap with lower level simuhatio
A new complete and seamless tool is under development in
place of the previous implementation of our approach.

Energy (U] )

(1]
(2]

1 6 7 8 9

Configurations

o SystemC simulation
m Clock based analysis

Comparison of energy consumption to the two approaches

Fig. 5. 3]
Concerning the accuracy of our clock-based approach com-
pared to CA simulation (which is more precise), the maximunt®
estimation error is of 28% for execution time (Fig. 4) and of
11.6% for energy consumption (F[d. 5). Indeed, this diffee [5]
is explained by the fact that the clock-based analysis doées n
fully take into account synchronizations overhead in rpudtt
cessor system as well as additional activities that arensitr
to parallel processing such as shared data communicatiril_ii
overheads which are accurately evaluated with SystemC sim-
ulator. On the other hand, since the SystemC implementation
and CA simulation requires a significant time (about on?]
week to implement and achieve all experiments) compareg
to the clock-based technique (half a day), the latter ambroa [9]
is therefore preferable for a preliminary rapid explomatio
of large design spaces. Finally, our clock-based analysis|ig
applicable modularly to any periodic clock trace indepertiye
from the number of clocks in the trace. Since muItimedi&l]
applications have generally regular (repetitive) behayithey
can be characterized with periodic clock traces. In thassen[12]
our proposition is scalable.

The clock analysis exposed in this paper has been achieved
with a preliminary ad hoc implementation combining the [13]
TimeSquarel[[9] clock simulator, and a library of Ocaml func-
tions (= 200 lines) allowing a user to address: execution clock
trace construction, functional clock properties, exenutime [14]
and slack time estimation. More details about these funstio

(6]
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