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Abstract—This paper presents the design and analysis of multi-
media applications such as the JPEG encoder on multiprocessor
architectures. Abstract clocks are considered to deal with the
correctness of system behaviors and to find the most suitable
execution platform configurations regarding performance and
energy consumption. We claim that our approach offers a
rapid and reliable design space analysis, which is crucial when
implementing complex systems.

Index Terms—JPEG, abstract clock, SoC, design, analysis.

I. I NTRODUCTION

Multimedia embedded systems implemented on system-on-
chip (SoCs), e.g., found in digital cameras and cellular phones,
are omnipresent in our daily life. They become increasingly
sophisticated and resource demanding to meet the quality
of service. Their developers must guarantee their correctness
and satisfactory execution performances. In addition, energy
consumption is another major issue when such systems are
embedded in portable devices depending strongly on batteries.
All these aspects make the efficient design of multimedia SoCs
very challenging. Existing commercial tools provide RTL
(register transfer level) simulation and emulation environments
for low-level system prototyping [1]. Unfortunately, RTL level
tools cannot adequately support the complexity of multi-
processor SoCs required for multimedia applications because
they are very slow for a meaningful execution of application
software. In order to reduce simulation time, many research
efforts have been conducted towards the use of Cycle-Accurate
(CA) simulators. At a higher abstraction level, an Instruction
Set Simulator (ISS) sequentially executes instructions without
any notion of concurrency of a micro-architecture.

In this paper, we propose an approach [2] for correct and
efficient design of a JPEG encoder at a high abstraction level
so as to reduce the design space exploration efforts in a
codesign framework [3]. We consider abstract clocks inspired
by the synchronous approach [4] to assist a designer in the
choice of system configurations offering a good compromise
about correctness, performance and energy consumption. Our
approach is typically very useful for platform-based design
[5]. Contrarily to RTL and CA based techniques, our approach
does not require any coding to run and analyze a system. Thus,
it eliminates the related tedious debugging efforts.

II. CLOCK-BASED SYSTEM MODELING

In this study, we consider a JPEG encoding of a finite
sequence of images. Such an encoding algorithm consists
of five tasks (or components) [2]:rgb, dct, qu, hu and
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re representing respectively color transformation, discrete
cosine transformation, quantization, huffman coding and im-
age reconstruction. Activation rate relations between these
components are defined by using an abstract clock notion.
Each component is associated with afinite abstract clockclk,
defined as a sequence of logical instant values: an occurrence
of 1 means the component is active and issimultaneously1

consuming, executing and producing data(i.e. synchrony
hypothesis [4]), while 0 means no activation.

clkrgb: 1 1 1 1 1 ... 0 0 0 0
clkdct: 0 1 1 1 1 ... 1 0 0 0
clkhu: 0 0 1 1 1 ... 1 1 0 0
clkqu: 0 0 0 1 1 ... 1 1 1 0
clkre: 0 0 0 0 1 ... 1 1 1 1

Fig. 1. Trace of functional clocks associated with JPEG tasks.

Fig. 1 describes a pipelined execution of the JPEG encoder
algorithm, where thefunctional clocks clkrgb, clkdct, clkhu,
clkqu and clkre are associated respectively withrgb, dct,
hu, qu and re. The trace reflects the precedence relations
about components activations. Note that more complex execu-
tion models can be easily captured by such traces [6], [7]. In
the rest of the paper, we refer to such relations asfunctional
clock propertiesof the encoder. The trace shown in Fig. 1
captures a multi-clock behavior that is typically specifiedwith
polychronousformalisms like Signal [8] or CCSL [9].

We consider aparallel random access machine[10] with
shared memory to execute the JPEG encoder. Processor fre-
quencies are assumed to be modifiable, at least within a range
of values as in PowerPC or ARM Cortex-A8 processors.
Let us consider five processorsP1, P2, P3, P4 and P5 with
the initial frequenciesf1 = 25MHz, f2 = 200MHz, f3 =
100MHz, f4 = 50MHz andf5 = 40MHz respectively. We
use their period values1/fi to define their activation instants.
For synchronization purpose, we consider a reference (or ideal)
clock κ providing a common time base. We define the period
of κ as 1/LCM(f1, ..., f5) = 0.005µs, where LCM is the
Least Common Multiple. Fig. 2 depicts the periodic activations
of all processors according to their periods andκ. We refer to
these activations asphysicalclocksκj of processors.

To capture mapping and scheduling choices with abstract
clocks, we define a projection of functional clocks on physical
clocks. The numberc of processor cycles corresponding
to each task activation is pre-profiled and known statically
according to a target processor.

a) Clock projection ofclki onκj : Assuming the number
of instants in a functional clockclki, i.e. its length, is smaller
than that of a physical clockκj , their projection is as follows:

1Actually, an active logical instant corresponds to severalprocessor cycles,
i.e., it is not “instantaneous”. In our approach, this numberis determined
during the mapping of functionality on a platform.
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κ: | | | | | | | | | | | | | | | ...
κ1: | | ...
κ2: | | | | | | | | | | | | | | | ...
κ3: | | | | | | | | ...
κ4: | | | | ...
κ5: | | | ...

Fig. 2. Trace of physical clocks associated with processors.

1) for eachk ∈ [1, length(clki)], the status (i.e., 0 or 1) of
thekth instant ofclki is mapped onto thejth instant of
κj , wherej = (nb_occ(clki, k, 0)+(nb_occ(clki, k, 1)×
c) + 1). The expressionnb_occ(clki, k, 0) returns the
number of instants with the status 0 inclki that have oc-
curred before thekth instant whereasnb_occ(clki, k, 1)
concerns instants with the status 1. The constantc is the
number of processor cycles performed by an activation.
Let L = length(clki), every kth instant of κj s.t.
(k > nb_occ(clki, L, 0) + nb_occ(clki, L, 0) × c) is
associated with the status value 0. Let us callclk′i the
clock resulting from this step;

2) in clk′i, the value -1 is inserted at all empty positions
where the reference clockκ has an instant occurrence
while clk′i has not any instant occurrence. Also,c − 1
values of -1 are inserted after each occurrence of a 1 to
delimit a whole activation. After this step,clk′i and κ
have the same length.

From the above clock projection, the occurrence of 1 at an
instant in a clockclk′i indicates the processor is executing.
The value 0 indicates that the processor is in theNop state.
The meaning of -1 is rather contextual: when a sequence of
such a value is immediately preceded by 1, then it denotes
potentially active at those instants; otherwise, it denotesidle.
In this projection, the delay for inter-task communications
or context switches is neglected for simplicity reasons even
though in modern architectures, it can be higher than com-
putation time. A way to take it into account is to consider a
uniform distribution of an overhead over all task activations by
incrementing allc’s by some given number of cycles. Another
way that is better consists in introducing communication actors
in our specifications, which would consume some delay.

b) Scheduling of tasks on processors:We distinguish
several task mapping scenarios on an execution platform:

• Mono-task scheduling on each processor.Each processor
executes one task (itself executed only on this processor).
For each task associated with a functional clockclki,
its scheduling on a processor associated with a physical
clock κj is captured by a clock projection according to a
number of cyclesc corresponding to each task activation.
An illustration is given in Fig. 3(a) where we maprgb,
dct, qu, hu andre onto processorsP1, P2, P3, P4 and
P5 respectively. For the sake of simplicity, the very simple
values crgb = 1, cdct = 4, cqu = 2, chu = 3 and
cre = 3 are associated withrgb, dct, qu, hu andre
respectively. The arrows represent activation precedences
specified in the functional part after scheduling.

• Multi-task scheduling on processors.Here, a processor
can execute several tasks. To define such a scheduling,

we apply a periodic time slicing to the functional clocks
clki of all tasks to be executed on a processor with a
physical clockκj [2]. Such a scheduling is also used in
time-triggered protocols [11] for automotive systems.

Beyond the above two schedulings, one may also need to
schedule either multiple tasks on multiple processors, or one
task on several processors. These last cases are solved in
a similar way as above. The overall scheduled behavior is
periodic as for regular static scheduling techniques applied in
SDFs [12] or loop scheduling for software pipelining [13].

III. C LOCK-BASED SYSTEM ANALYSIS

We assess the design choices resulting from the previous
section, w.r.t. the correctness of functional clock properties,
performance and energy consumption.

c) Analysis of functional clock properties:It is important
to preserve the functional clock relations when synthesizing
a scheduling of a system after a mapping. Typically, a data
consuming component must not be executed without having
received its required data. In Fig. 3 (a), the constraint between
clk′rgb andclk′dct is violated since the second (resp. the third)
activation instant inclk′rgb is preceded by the second (resp.
the third) activation instant inclk′rgb.

To solve this issue, a first solution consists in delaying the
activation of the fastest clock so as to postpone the execution
of its associated processor. In Fig. 3 (b), by inserting 8 logical
instants of the reference clock inclk′dct and 6 instants inclk′qu,
the activation precedences become correct. The black and gray
triangles respectively indicate deadline and specific response
times. Another solution consists in modifying the frequency in
order to satisfy the functional clock properties. Let us reduce
the frequency ofP2 from 200MHz to 100MHz. We obtain
the trace in Fig. 3 (c) where the functional clock properties
are satisfied between clocksclk′rgb andclk′dct.

d) Evaluation of execution time:To compute the total
execution time of the system for performance evaluation, we
have to determine the amount of computational workload for
each processor by using the execution clock traces resulting
from task scheduling. The numberC of activation cycles
executed by a processor during a complete execution of an
application is determined by the length of its associated clock
trace until the last active instant. If this execution is performed
at a frequencyf , the corresponding execution time is given
by: C

f
. In Fig. 3 (c), it takes 9 cycles inclk′dct to execute the

first two activations. Hence, the corresponding execution time
by processorP2 at 100MHz is 9

100
= 0.09µs.

e) Minimizing energy consumption:During an execution,
we define theslack timeof a task as the difference between
its completion time and its associated deadline. In Fig. 3(b),
the deadline value is pointed out by the black triangle on the
26th instant of the reference clock. The response time ofrgb
task is pointed out by the gray triangle on the21th instant.
In Fig. 3(c), this response time occurs at the25th instant
after a reduction of the associated processor frequency. Asa
result, the slack time is shorter, which also reduces the energy
consumption, while the functional properties are still verified.
The consumed energyE can be estimated quantitatively by
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Fig. 3. Trace sketch of clocksclk′
rgb

, clk′
dct

, clk′qu, clk′
hu

andclk′re resulting from a mono-task scheduling on each processor (cycles per task activation:
crgb = 1, cdct = 4, cqu = 2, chu = 3 and cre = 3), with: (a) f1 = 25MHz, f2 = 200MHz, f3 = 100MHz, f4 = 50MHz and f5 = 40MHz
(precedence constraints violated); (b)f1 = 25MHz, f2 = 200MHz, f3 = 100MHz, f4 = 50MHz and f5 = 40MHz with a delay of eight logical
instants of the ideal clock forclk′

dct
and six logical instants forclk′qu (precedence constraints satisfied) and (c)f1 = 25MHz, f2 = 100MHz, f3 =

50MHz, f4 = 50MHz andf5 = 40MHz (precedence constraints satisfied).

computing the product of the execution timeT calculated
previously with power consumptionW information, obtained
from a profiling on experimental platforms:E = T ×W .

Another way to minimize energy consumption is to switch
off processors temporarily when their assigned tasks are fin-
ished. In particular, it is very interesting when the slack time
is very long. However, switching on a processor has some
cost in terms of delay and energy, which is necessary to bring
the processor in a stable state for a new execution. This can
increase the overall cost if it happens very frequently. Since
our clock analysis is applied on macro-periods (per image) for
repetitive algorithms, we choose the slack time reduction.

IV. VALIDATION ON JPEGENCODER

To validate our clock-based design and analysis, we com-
pare our results with those obtained with the cycle-accurate
(CA) simulation in SystemC. CA simulation is largely used in
industry and is provides good performance accuracy. However,
it is time consuming. We use the SoCLib library [14], which
provides an MPSoC simulation environment at CA level.

Configurations ID Number of Proc. Allocation type
1 1 task/processor
2 2 task/processor
3 3 task/processor
4 4 task/processor
5 5 task/processor
6 2 sub-image/processor
7 3 sub-image/processor
8 4 sub-image/processor
9 5 sub-image/processor

TABLE I
MAPPING CONFIGURATIONS FOR THEJPEGENCODER.

We consider nine mapping configurations of the JPEG
encoder, summarized in Table I. In configurations 1, 2, 3,
4 and 5, the JPEG tasks are distributed according to the
number of processors corresponding to a pipelined execution.
For configurations 6, 7, 8, and 9, processors carry out the same
algorithm on different image blocs corresponding to single
program multiple data (SPMD) execution model.

Task # Cycles Power (mW)
rgb 7534 3741
dct 7214 3776
qu 6920 3858
hu 5504 3675
re 4594 3653

TABLE II
CYCLES AND POWER CONSUMPTION PER TASK ACTIVATION INJPEG.

Table II gives input pre-profiling data for the JPEG, used
in our clock-based approach. It shows measures of processor
cycles and power consumption per task activation for an
image, on a RISC processor of type PowerPC 405 CPU
Core, at 300MHz (using the Power Analyzer N6705A of
Agilent). The measured execution time and power are average
values obtained from several real-board experiments using100
images of bmp type and of different sizes.

Fig. 4. Comparison of execution time according to the two approaches.

Fig. 4 shows the experimental results of an evaluation of
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execution time throughout the clock based analysis and CA
simulations in SystemC. The results obtained from the clock-
based analysis keep the same tendency as those observed in
SystemC. This provides a designer with a consistent basis to
assess the different configurations.

We consider a rate of 15 frames per second for the encoding.
Then, a duration of1/15 ≈ 66ms is obtained for encoding
each image. Let us consider this duration as an image process-
ing deadline. We can determine the minimal frequencies based
on the clock-based analysis so as to reduce the slack time as
much as possible (see [2]). We can also estimate quantitatively
the energy consumption. For that purpose, given the execution
time evaluated for each task with the clock-based approach,
we compute the energy dissipation in configurations 1, 6, 7,
8 and 9 as shown in Fig. 5. This is achieved by accumulating
the energy consumption of all tasks via the product of their
corresponding pre-determined power consumption (see Table
II) and execution times. We observe again that our approach
leads to the same tendency as the considered CA simulation.

Fig. 5. Comparison of energy consumption to the two approaches.

Concerning the accuracy of our clock-based approach com-
pared to CA simulation (which is more precise), the maximum
estimation error is of 28% for execution time (Fig. 4) and of
11.6% for energy consumption (Fig. 5). Indeed, this difference
is explained by the fact that the clock-based analysis does not
fully take into account synchronizations overhead in multipro-
cessor system as well as additional activities that are intrinsic
to parallel processing such as shared data communication
overheads which are accurately evaluated with SystemC sim-
ulator. On the other hand, since the SystemC implementation
and CA simulation requires a significant time (about one
week to implement and achieve all experiments) compared
to the clock-based technique (half a day), the latter approach
is therefore preferable for a preliminary rapid exploration
of large design spaces. Finally, our clock-based analysis is
applicable modularly to any periodic clock trace independently
from the number of clocks in the trace. Since multimedia
applications have generally regular (repetitive) behaviors, they
can be characterized with periodic clock traces. In that sense,
our proposition is scalable.

The clock analysis exposed in this paper has been achieved
with a preliminary ad hoc implementation combining the
TimeSquare [9] clock simulator, and a library of Ocaml func-
tions (≈ 200 lines) allowing a user to address: execution clock
trace construction, functional clock properties, execution time
and slack time estimation. More details about these functions

are given in [7]. Timesquare is considered for its user-friendly
visual interface to simulate and display the periodic clock
traces analyzed with Ocaml functions.

V. CONCLUDING REMARKS

This paper illustrated the design and analysis of a JPEG
encoder on a multiprocessor hardware architecture. Starting
from a high-level modeling, we proposed an analysis approach
by considering abstract clocks inspired by the synchronous
approach [4], for a fast reasoning about functional correctness
and best design choices regarding temporal performance and
energy consumption. We addressed the energy consumption
by reasoning on clock traces expressing correct execution of
system functionality on given architecture configurations. We
estimated the energy consumption for some software/hardware
mapping configurations. While the clock-based reasoning is
less accurate than a cycle accurate simulation in SystemC, it
provides very similar observations in a faster way.

We have started an improvement of the clock-based ap-
proach by taking into account synchronization and communi-
cation overheads. The aim is to make the analysis more accu-
rate and reduce the precision gap with lower level simulations.
A new complete and seamless tool is under development in
place of the previous implementation of our approach.
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