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Message from the Workshop Co-Chairs 

It is a pleasure for us to hold the Second International Workshop on Highly-Efficient 
Accelerators and Reconfigurable Technologies (HEART) in Imperial College London.   
Supercomputing using cost-effective accelerators, such as high-end field-programmable gate 
arrays, general-purpose graphics processing units, the Cell Broadband Engine and other 
specialized architectures, has become a major theme in high-performance computing. The goal 
of this workshop is to establish a forum for reporting state-of-the-art research on 
high-performance computing with reconfigurable architectures and other cost-effective 
specialized accelerators. The workshop was affiliated to the ACM International Conference on 
Supercomputing in 2010. This year it becomes an independent workshop with increased 
number of papers and participants. 
The program of the 2nd HEART Workshop includes 10 regular papers, 7 short talks, and 5 
posters. They are selected from 31 submissions from 15 countries (Algeria, Brazil, China, 
Czech, France, Germany, India, Japan, Korea, Netherlands, Singapore, Slovakia, South Africa, 
Turkey, and UK). The selected presentations span a wide range of topics related to the aim of 
the workshop, and the two keynotes focus on supercomputing using GPUs and reconfigurable 
devices.
We are very grateful to the three Program Co-Chairs, Khaled Benkrid of the University of 
Edinburgh, Martin Herbordt of Boston University, and Yoshiki Yamaguchi of University of 
Tsukuba, for their hard work. We are also very grateful to the Finance Chair, Kentaro Sano, 
and to the Publicity Chair, Hironori Nakajo, for their perfect management in such a difficult 
situation after the severe disaster in Japan. The Publication Chair, Yuichiro Shibata, did a great 
job on arranging the connection to ACM SIGARCH Computer Architecture News (CANs), in 
which the proceedings of the HEART Workshop will appear. Furthermore, we are very grateful 
to Kuen-Hung Tsoi for local arrangements at Imperial College London. Finally, we thank the 
kind sponsorship of Global COE Program (Information, Electrical Engineering, and 
Electronics) in Keio University which helps to defray some of the costs of this workshop.  

Hideharu Amano and Wayne Luk  
The 2nd HEART Workshop Co-Chairs
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ABSTRACT
This paper presents a new Radar-based recognition sys-
tem, which is able to identify obstacles during a vehi-
cle movement. Obstacles recognition gives the benefits
of avoiding false alarms and allows generating alarms
that take into account the identification of the obstacle
in front of the vehicle. In this paper, we first identify
hotspots in the target recognition application. Then,
we propose an optimized version of the multiple tar-
get recognition algorithm to respect the real time con-
straints of the application while simplifying the under-
lying hardware platform. We also propose a flexible
embedded architecture with hardware accelerator that
supports the proposed algorithm. Using a low cost
FPGA-based System-on-Chip, our system is able to de-
tect and recognize more than 10 obstacles of different
types in a time limit of 25 mSec.

Keywords
FPGA, Embedded System, Driver Assistance System,
System-on-Chip

1. INTRODUCTION
Thousands of people around the world lose their lives

in road accidents every year. Analyses have shown that
most of the accidents are caused by driver inattention
due to physical and mental fatigues. Automatic early
warning onboard system has emerged as a solution to
improve road safety. Such systems are called Driver
Assistance Systems (DAS) in the literature. Adaptive
cruise control [8], Radar-aided automatic proximity con-
trol and navigation systems are well-known examples of
high-technology DAS application.
Historically, Application Specific Integrated Circuits

(ASICs) [5] occupied the first place in automotive sili-
con use because of their cost-effective silicon solution.
Increasing levels of complexity and computational de-
mands in automotive applications forced a move to more
powerful yet cost-effective processors [9]. As a promis-
ing alternative to ASICs, Field Programmable Gate Ar-
ray (FPGA) solution has been proposed to implement
complex automotive subsystems [6].

Recent research activities concentrate on investigat-
ing the DAS in complex driving scenarios, such as de-
tecting pedestrians or under changing weather and light-
ing conditions. However, existing driver assistance sys-
tems do not support these complex applications because
of their limited functionalities and cost constraints for
large-scale automotive use. The programmable and flex-
ible FPGA-based system is considered to offer a trade-
off approach of performance, flexibility and costs. More-
over, it is possible to customize hardware processing
units by exploiting the high logic density of the last
generations of FPGAs.
At the opposite of the existing DAS systems such as

ImapCAR [3] and EyeQ2 [7], our FPGA-based system
offers a high level efficiency with low cost. It can also be
easily and rapidly adapted to new applications and/or
new driving scenarios. In the AutoVision project [1],
the authors proposed a dynamically reconfigurable ar-
chitecture dedicated to video-specific processing. In
contrast to the mentioned work above, our system uses
an ultra wide band Radar sensor instead of a video cam-
era. This has the advantage of long range and the sys-
tem performs better in bad visibility conditions.
This paper aims to design an early warning and colli-

sion avoidance system. Firstly, the system collects data
from a sensor network onboard a vehicle. These data
may contain one or more potential obstacles of interest.
Then, each obstacle can be identified by comparing the
data with a set of predefined obstacle identifiers, called
signatures in the rest of the paper. In this paper, we fo-
cus on the architecture design and optimization issues.
The proposed architecture allows the recognition of a
big number of obstacle types in a relatively short time.
Here, both the words target and obstacle have the same
signification.
The recognition feature is able to categorize the ob-

stacles and thereby enhances the system performance,
particularly in terms of avoiding false alarms. In fact,
the alarms are generated by taking into account the ob-
stacle’s information. Let us suppose that a pedestrian
and a truck have been localized 5 meters far away from
the host vehicle. These two objects do not represent
the same danger level and consequently the associated
audio alarm should be different. To our knowledge, this
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feature has been rarely investigated in a Radar-based
DAS up to now.
This paper is organized as follows. The principles of

Radar-based system are introduced in Section 2. Our
configurable architecture is given in Section 3. Finally,
the conclusion and perspectives are drawn in Section 4.

2. TARGET DETECTION AND RECOGNI-
TION ALGORITHM

In this section, the UWB (Ultra Wide Band) Radar
impulse system is firstly introduced. Secondly, the cor-
responding detection algorithm is presented. Finally,
the target recognition principles are reviewed as well as
the associated computational complexity.

2.1 UWB-Radar detection system
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Figure 1: A simple UWB-Radar based system

An overview of a simplified UWB Radar based Tar-
get Recognition System (TRS) is given in Figure 1. The

UWB generator sends periodically an impulse signal S̃i

via the antenna Tx. The antenna Rx receives the sum of
the echo signal S̃e, the leakage S̃l and the white Gaus-
sian noise W . This leakage corresponds to the direct
transmission from the antenna Tx to Rx. The mea-
sured distance of a detected target is calculated from the
transmission delay ∆t, which corresponds to the time
difference between the emission and reception signals.
With regard to the impulse signal, different waveforms
are possible: monocycle, Gaussian impulse or Gegen-
bauer function form [2].

2.2 Target detection algorithm
The general outline of data flow processing is pre-

sented in Figure 2. It is beyond the scope of this pa-
per to discuss the impulse sending. The reference sig-
nal R′ is obtained at reception by replacing the tar-
get in Figure 1 with the antenna Rx. The correlation
function fc between the signals R̃ and R′ yields a prod-
uct Td. Its amplitude corresponds to the correlation
degree between the relevant signals.
The potential targets are translated into peaks after

correlation operation. Therefore, the next step consists
in finding the peaks, i.e., the maximum values, in local
time intervals. In case of very close targets, the peaks
within a small time interval are combined and consid-
ered a single target. Both the leakage elimination and
the target detection are realized by the function fp. As
shown in Figure 2, the number of targets nb and the
respective time values ti are obtained at this stage.
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Figure 2: General outline of data flow processing

2.3 Target recognition algorithm
The target recognition is a key feature of the system.

Actually, the target’s signature is represented by its in-
herent echo signal form. The recognition algorithm is an
iterative process through a pre-built signature database.
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Figure 3: Diagram for the target recognition
with 3 signatures

Let us define a database containing L signatures, de-
noted by the set S = {S0, S1, · · · , SL−1}. Figure 3 de-
picts the data processing diagram for a single target
with 3 signatures. To recognize a target, the received
signal R̃ is successively compared with the known sig-
natures. Similarly, this comparison is realized by the
correlation function. However, it is not necessary to
run this operation through all the samples. For a time-
known target, it is possible to perform a partial cor-
relation, denoted by the function f ′

c. Hence, a sample
subset delimited by time ti is thereby selected and the
number of operations is significantly reduced. Then, the
function f ′

p finds the individual peaks pi (see Figure 3).
Finally, the identity I is determined in such a way that
the corresponding peak has the highest value, which is
in fact produced by the function Max.

2.4 Computational complexity
The computational complexity and memory loads of

the proposed system play an important role in system
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design. These two factors must be reduced to allow a
feasible realization. As explained, the complexity of our
proposal depends mainly on two key values: the num-
ber of targets nb and the complexity of correlation. Let
us now investigate the correlation function. Mathemat-
ically, the correlation function ⊗ between two functions
f and g, which contain respectively M and N elements
(M > N), is expressed by the following formula:

(f ⊗ g)(n) =
∑

f(k)× g(k − n), n ∈ [0,M ] (1)

where f(k) = 0 for k /∈ [0,M ] and g(k) = 0 for k /∈
[0, N ]. The computational complexity is expressed in
number of MAC (Multiplication Addition Cumulation)
operations. According to Equation 1, the complexity is
equal to the product (N ×M).
For the target recognition stage, a partial convolu-

tion is proposed to avoid redundant data processing.
Suppose that the signal R̃ is composed of M samples
(r0, · · · , rM−1). If a target is detected at time m, the
recognition algorithm is performed over a subset {rm−L0

,
· · · , rm+N+L0

} centered aroundm. Experimentally, the
value of L0 is set around 0.1N . The complexity of the
recognition stage is approximatively equal to N2.

3. SYSTEM ARCHITECTURE

3.1 Timing profile
The real time constraints imposed by the specific ap-

plication are the key challenge in designing a micro-
processor based system. Thus, the timing profile con-
stitutes an important step to partition tasks between
hardware and software components. In our case, there
are 2,048 and 128 samples respectively for the digital
signals R̃ and R′. With regard to the microprocessor,
we use a 32-bit RISC soft core processor Microblaze [10].
Considering a Microblaze processor running at 100 MHz
with 8 KB cache and data instruction memory respec-
tively, Table 1 shows the profiling results for a fixed-
point representation of the algorithm.

Table 1: timing profile of the relevant functions

Stage Detection Recognition
Function fc fp f ′

c f ′

p

Time (mSec) 1,450 15 93 0.16

As seen in this table, the correlation function fc has
a significant time-cost. It requires more than 1 sec-
ond to complete the overall process. Additionally, the
function fp performing the leakage elimination and tar-
get detection requires a time-cost of 15 ms. It can be
noted that the recognition stage has a lower time-cost.
The partial correlation f ′

c consumes 93 ms, whereas the
finding peaks function f ′

p has merely 0.16 ms. This ob-
servation shows that the correlation functions (fc and
f ′

c) are highly time consuming. The corresponding time
value is proportional to the correlation length N . As a
result, the implementation of the application on a sin-
gle Microblaze processor does not respect the real time
requirements, 25 ms in our case.

3.2 Configurable architecture
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Figure 4: Configurable architecture with hard-
ware accelerator

A configurable architecture composed of hardware and
software components is given in Figure 4, in which a
hardware accelerator is dedicated to the correlation func-
tions. The key components in this architecture include
the Microblaze processor, the hardware correlator and
the DMA (Direct Memory Access) controller. The com-
munication between the Microblaze processor and the
peripherals is realized through the data transfer bus
PLB. The peripherals include the Timer, the component
UART and the external DDR memory. The Microblaze
processor has data and instruction bus, as respectively
marked by d-LMB and i-LMB in Figure 4.
The hardware correlator handles data processing at a

high frequency, up to 370 MHz in our application. How-
ever, due to the execution delay of Microblaze proces-
sor, the data communication through software interface
does not adapt to the high speed data processing, as ex-
pected by the hardware processor. The DMA technol-
ogy, which automates the movement of large amounts of
data without processor control, is proposed here to pro-
vide a high rate data communications. Also, the DMA
controller has two PLB ports: Master and Slave, as
marked respectively by m and s in Figure 4.
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Figure 5: Hardware accelerator architecture

The hardware accelerator is considered as a periph-
eral device having a slave PLB interface. Figure 5 il-
lustrates the basic blocks of the hardware accelerator
architecture. The entity IPIF provides a highly adapt-
able and quick-to-implement interface between the PLB
Bus and the hardware correlator. Depending on our
requirements, the read and write FIFO buffers (WR-
FIFO and RD-FIFO) are optioned in through the use
of VHDL files. The corresponding size is respectively
equal to 512 words of 32 bits.

3.3 System synthesis and experimental results
The first experiments with the logic synthesis sys-

tem are attempts to demonstrate the feasibility of our
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system. The proposed architecture is implemented on
the kit board ML605 [11], in which a Xilinx Virtex-6
FPGA circuit [12] is available. The logical synthesis is

Table 2: Logic synthesis results
Component Flip-Flop LUT BRAM
System 14,049 10,688 23
Correlator 5,608 1,872 1
DMA 557 800 0
Timer 362 291 0
MDM 119 120 0
MPMC 5,052 4,201 11
UART 154 135 0
Microblaze 1,955 2,725 6
PLB 169 476 0
Others 73 68 5

performed with Xilinx synthesis tools. The synthesis
results are summarized in Table 2, where the compo-
nent names correspond to the modules mentioned in
Figure 4. The line Others contains the synthesis results
of the following components: the local memory BRAM,
the LMB bus, the clock management and the input out-
put IPs. According to Table 2, the system architecture
requires in total 14,049 Flip-Flops, 10,688 LUTs and
23 Block RAMs, whereas the hardware correlator needs
996 LUTs and 5,002 Flip-Flops.

Table 3: timing profile of the proposed architec-
ture

Stage Detection Recognition
Function fc fp f ′

c f ′

p

Time (mSec) 0.53 15 0.17 0.16

Table 3 shows the new timing profile based on the pro-
posed architecture. In this table, the correlation func-
tions fc and f ′

c requires merely 0.53 ms and 0.17 ms
respectively for the detection and recognition stages. It
is important to note that the functions fp and f ′

p are
executed by the Microblaze processor. Then, their exe-
cution times are not different from those shown in Ta-
ble 1. As a result, the total execution time is reduced
to 15.53 ms for the detection stage. On the other hand,
the recognition stage requires 0.33 ms for each target
and each signature. Thanks to the hardware accelera-
tor, the proposed FPGA-based architecture meets the
real time requirements. As an example, considering a
database including 3 signatures, the number of targets
can attain up to 10 targets per Radar scan (25 mSec).

4. CONCLUSION
In the automotive industry, the Radar-based intel-

ligent system may offer interesting detection capacity
especially in bad driving conditions. In this paper, a
target recognition application using correlation-based
algorithm has been investigated and an embedded ar-
chitecture with hardware accelerator is proposed. As
future investigations, we propose to study the integra-
tion of our target recognition system with the multiple

target tracking system proposed by [4]. Cooperation
between these 2 approaches in a DAS allows an accu-
rate identification of a large number of obstacles with
limited hardware resources.
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